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Hyperspectral imaging near infrared (HSI-NIR) has the potential to be used as a non-destructive approach for the analysis of new microbiological 

matrices of agriculture interest. This article describes a new method for accurately and rapidly classifying the etiological agents Colletotrichum 

gossypii (CG) and C. gossypii var. cephalosporioides (CGC) grown in a culture medium, using scattering reflectance HSI-NIR and multivariate pattern 

recognition analysis. Five strains of CG and 46 strains of CGC were used. CG and CGC strains were grown on Czapek-agar medium at 25 °C under 

a 12-hour photoperiod for 15 days. Molecular identification was performed as a reference for the CG and CGC classes by polymerase chain reac-

tion of the intergenic spacer region of rDNA. The scattering coefficient µs and the absorption coefficient µa were obtained, which resulted in a µs 

value for CG of 1.37 × 1019 and for CGC of 5.83 × 10–11. These results showed that the use of the standard normal variate was no longer essential 

and reduced the spectral range from 1000–2500 nm to 1000–1381 nm. The results evidenced two type II errors for the CG 457-2 and CGC 39 

samples in the soft independent modelling model of the analogy model. There were no classification errors using the algorithm of the successive 

projections for variable selection in linear discriminant analysis (SPA-LDA). A parallel validation of the results obtained with SPA-LDA was per-

formed using a box plot analysis with the 11 variables selected by SPA, in which there were no outliers for the HSI-NIR models. The new HSI-NIR 

and SPA-LDA procedures for the classification of CG and CGC etiological agents are noted for their greater analytical speed, accuracy, simplicity, 

lower cost and non-destructive nature.
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2 Identification of Etiological Agents of Cotton Anthracnose and Ramulosis

Introduction
Cotton ramulosis and anthracnose are distinct diseases 
caused by pathogens that have identical morphological 
characteristics.1 The ramulosis pathogen causes death of 
the apical meristem of the cotton plant, which results in 
stunting, the shortening of internodes and the excessive 
development of branches with witches’ broom symptoms. 
This disease was first described in Brazil in 1937, and its 
etiological agent was identified as Colletotrichum gossypii 
var. cephalosporioides (CGC).2,3 This variant was consid-
ered more aggressive than Colletotrichum gossypii (CG), 
previously described in the United States of America, 
causing seedling death as well as cotton leaf and boll 
lesions.4,5

The CG and CGC pathogens are transmitted to adult 
cotton plant through seed.6,7 Only CGC, however, has 
quarantine importance in Brazil. The Brazilian phytosani-
tary authority has proposed a zero tolerance level for 
ramulosis pathogen on commercial cotton seeds.8

The identification of CG and CGC using traditional 
methods is difficult, even for experienced professionals. 
Tanaka et al.6 proposed the separation of these fungi 
based on morphological markers of fungal structures 
growing on cotton seeds submitted to seed blotter 
tests, while Silva-Mann et al.9 suggested differentiation 
by amplified fragment length polymorphism molecular 
markers. However, according to Hyde et al.,10 there are 
no consistent reports concerning morphological and 
molecular markers used to differentiate the two varie-
ties. Some authors have considered C. gossypii to be a 
synonym of C. gloeosporioides, but this taxon was not 
accepted by Sutton.11 Recently, a molecular phylogenetic 
analysis conducted by Salustiano et al.12 showed that 
C. gossypii and C. gossypii var. cephalosporioides formed 
distinct lineages inside the clade of Colletotrichum theo-
bromicola, a member of the C. gloeosporioides species 
complex, which allows distinction between the ramulosis 
and anthracnose pathogens of cotton.

Molecular techniques have been successfully used in 
the differentiation of species in a wide range of genera 
of pathogenic fungi, including Colletotrichum.9,12,13 These 
techniques, however, are complex, slow, laborious and 
costly compared to spectral techniques, such as hyper-
spectral imaging near infrared (HSI-NIR) technology. 
HSI-NIR is an analytical tool with broad analytical capa-
bility for the verification and quantification of analytical 
compounds in biological systems.14 HSI-NIR is an excel-
lent rapid and low-cost alternative fungi identification 

technique when compared to DNA-based methods.15 
The HSI-NIR technique considers the spectral and spatial 
distributions of the sample at the pixel level, in that 
each pixel will correspond to one continuum spectrum 
with more than a hundred wavelengths or channels.15,16 
HSI-NIR is a physical, non-destructive technique that 
requires minimal or no sample preparation.17,18

HSI-NIR technology, which includes both the instru-
mental and data treatment features involving chemomet-
rics, has been successfully used to detect mycotoxins in 
agricultural products, such as wheat kernels,19 maize20 
and barley.21 The technique has also been used to detect 
and identify Fusarium verticillioides in maize22 and the 
storage of aflatoxicogenic fungi associated with wheat.23 
Hyperspectral imaging techniques were also successfully 
used to discriminate citrus canker from other factors in 
confounding diseases.24

The approach in the treatment of HSI data involves the 
use of chemometric techniques combined or developed 
to meet specific needs.25 Among the various multivariate 
analysis strategies, pattern recognition techniques have 
implementation advantages in highly complex matrices 
employing HSI-NIR.26,27 Classification applications using 
HSI and PLS-DA have received considerable attention 
because they are easy to implement and provide better 
results.28

However, few studies have been reported using vari-
able selection criteria in HSI data for pattern recognition. 
In a recent study by Calvini et al.,29 the transference of 
classification models with the selection of a priori vari-
ables in spectral bands was carried out. In this context, 
strategies based on dedicated algorithms for variable 
selection and discriminant analysis (SPA-LDA) may have 
the advantage of improving computational capacity and 
simplifying data processing.30

Theory
HSI-NIR techniques are used on the identification of 
chemical bonds based on their molecular vibrations, 
generating a spectrum for each pixel that forms the 
digital image.31 Therefore, the hypercube of an image 
generates information of high complexity,32 which, when 
associated with multivariate analysis methods for pattern 
recognition and classification, may be useful for the iden-
tification and separation of fungal samples.
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White and dark colours were used as references for the 
calibration of the hyperspectrometer. The dark current 
effect is removed by the dark reference of charge-
coupled device (CCD)33 detectors, which are sensitive 
to thermal changes. The calibration of the image (R) was 
defined by Equation 1:

 0 100R DR
W D

-
= ´

-
 (1)

where R0 is the hyperspectral image, D is the dark image 
with zero reflectance and W is the white reference image 
taken from a standard white Teflon® reference plate with 
99 % reflectance.33,34

Light propagation in a turbid medium is modelled with 
the radiative transfer equation, which neglects the wave 
properties and considers the energy transport. The light 
propagation can be numerically approximated as a scat-
tering process when the spread is dominant over the 
absorption as a continuous beam of infinitely small diam-
eter vertically striking a scattering turbid medium. This 
process describes the diffuse reflectance as scattering 
coefficient35 and absorption coefficient.35 The radial 
distance r in cm measured from the centre of the illumi-
nation beam (Equation 2):
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where a¢ is the transport reflection coefficient 
[a¢ = µs / (µa + µs)]; µt¢ is the effective attenuation coefficient 
(µeff = [3µa + µs]1/2); r1 {r1 = [(1 / µt¢)2 + r2]1/2} and r2 {r2 = [(1 / 
µt¢ + 4ª / 3µt¢)2 + r2]1/2} are the radial distances; and A is an 
internal reflection coefficient that depends on the medium.

The unpaired boundary condition or the internal reflec-
tion coefficient can be estimated with the following 
empirical equation:
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in which rd is determined according to the following 
approximation:

 2 11.44 0.710 0.668 0.0636d r r rr n n n- -» + + +  (4)

in which nr is the relative reflectance index of the 
sample.34

When light scattering dominates over absorption 
(µs >> µa), the model of Farrell et al.34 or the model of 

Michels et al.35 of the propagation of light based on 
scattering approximation can be used to describe the 
relationship between optical properties and spatially 
resolved reflectance profiles acquired with the HSI-NIR 
scattering configuration.

The steady-state scattering theory model describes 
the diffuse dependence of radial tissues light reflec-
tance (Figure 1), with an accuracy of 0.5 mm for radial 
distances.34

Diffuse optical reflection is used to reconstruct absorp-
tion images from diffuse light continuous wave measure-
ments. The image algorithm allows them to be recon-
structed from measurements made with a single light 
source.36 The diffused-reflected light images are recorded 
by a CCD camera in turbid medium containing an absor-
bent lesion,37,38 including NIR spectroscopy images.39

Diffuse optical imaging is the use of NIR light measure-
ments with scattering techniques applied to modelling and 
reconstructing images.40 This imaging examines absorp-
tion as well as the scattering properties of biological 
tissues, translation and access to a variety of inaccessible 
physiological parameters.41 An example is fungi which 
show non-homogeneity.42 Hyperspectral fungi images 
are composed by waves proliferated by random means. 
The transport of multiple scattered waves is accounted 
for by the scattering theory that derives from a treatment 
of the diffuse intensity that includes the effects of the 
boundary layers, where mesoscopic correlations provide 
multiple scattering intensities. These correlations are the 
result of underlying wave characters.43
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Figure 1. Fungus spatial diffuse reflectometry scheme: the light remitted from the fungus 

tissue at a distance between p1 and p2 to the fungus tissue surface is measured and the 

scatter sites along the z axis are illustrated in scatter sites (a) short and (b) large. 

 

Diffuse optical reflection is used to reconstruct absorption images from diffuse 
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reconstructed from measurements made with a single light source 36. The diffused- 
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NIR image NIR image 

p1 p2 p1 p2 CG 

457.2 

(a) (b) 

z 
ax

is 

Figure 1. Fungus spatial diffuse reflectometry scheme: 
the light remitted from the fungus tissue at a distance 
between p1 and p2 to the fungus tissue surface is meas-
ured and the scatter sites along the z axis are illustrated 
in scatter sites (a) short and (b) large.
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Scattering theory for infinite, homogeneous and turbid 
media describes the nature of the propagation.44 Dynamic 
light scattering is routinely used to measure the scat-
tering of the surfactant mycelium and provides mutual 
scattering coefficients for all of the components of the 
surfactant.45 The scattering coefficient for light transport 
in scattering and absorbing media presents a novel deri-
vation of the scattering coefficient, which is restricted 
neither to low absorption nor to a situation in which the 
specific intensity is quasi-isotropic.46 Structural height of 
the diffuser is correlated to the scattering coefficient's 
frequency characteristics, while the diffuser coverage 
density is correlated to the values of the scattering coeffi-
cients.47 At the limit of an optically thick medium in which 
the mean free path of each photon is much smaller than 
the average size, the multiple scattering effects  can be 
approximated by a scattering process.48,49

The absorbance signals ratio contains information 
on the scattering coefficients of sodium azide, benzoic 
acid, amino acids, peptides and proteins.50 The CO2 and 
O2 gases scattering coefficients are dependent on the 
concentration of the Aspergillus niger fermenter fungus 
biomass.51 The applicability of scattering theory for the 
determination of tissue optical properties from steady-
state diffuse reflectance was investigated through the 
analytical expressions from scattering theory.52 The scat-
tering theory model was developed with an HSI-NIR 
instrument to obtain CG and CGC fungi hypercubes.

The fungi presented fat emulsions whose scattering 
coefficient (µs) and absorption coefficient (µa) calcula-
tions were performed according to Michels et al.35 to 
identify the existence of the scattering and to identify 
the NIR hyperspectral region that presented the greater 
difference between CG and CGC fungi.

The objective of this study was to identify and separate 
strains of cotton anthracnose fungus (CG) and cotton 
ramulosis fungus (CGC) using the HSI-NIR technique. 
We investigated light propagation models to verify the 
configuration of the hyperspectral scattering image and 
classification models with soft independent modelling of 
class analogy (SIMCA) and the selection of variables by 
the successive projections for linear discriminant analysis 
(SPA-LDA) algorithm. A number of studies have demon-
strated the feasibility of this technique in microbiolog-
ical applications. For the identification of CG and CGC 
strains, which are morphologically identical, we tested 
the HSI-NIR technique using tools for the selection of 
spectral variables in the classification of the two species. 

This study is the first to our knowledge involving this 
technique.

Material and methods
Cultivation of fungal strains
In this study, five CG strains and 46 CGC strains were 
used. All the strains belong to the Embrapa Algodão 
Collection of Phytopathogenic Microorganisms. CG and 
CGC strains were originally isolated from diseased cotton 
plants or seeds with typical symptoms of anthracnose 
or ramulosis, collected from different cotton-producing 
areas in the Brazilian states of Goiás and Mato Grosso 
(Table 1).

CG and CGC strains were grown in 90-mm Petri 
dishes containing 20 mL of Czapek-agar (3 % w/v 
sucrose, 0.3 % w/v NaNO3, 0.1 % w/v K2HPO4, 
0.05 % w/v MgSO4•7H2O, 0.05 % w/v KCl and 0.001 % 
FeSO4•7H2O w/v) solidified with 1.5 w/v agar and incu-
bated for 15 days in a growth chamber at a temperature 
of 25 °C for a photoperiod of 12 hours.

Pathogenicity tests
The pathogenicity tests were conducted by inoculating 
three CG strains (CNPA 0735, CNPA 0736 and CNPA 
0738) and five CGC strains (CNPA 0060, CNPA 0080, 
CNPA 0094, CNPA 0117 and CNPA 0123) on cotton 
plants (cultivar BRS Cedro, which is susceptible to 
both pathogens). Each strain was grown in Petri dishes 
containing PDA medium (20 % v/v potato infusion, 
2 % w/v dextrose) solidified with 2 % w/v agar and incu-
bated at 25 °C for a 12-hour photoperiod for 10 days to 
induce pathogen sporulation. Conidial suspensions were 
prepared by adding 10 mL of sterile distilled water and 
three drops of Tween-20 (5 %) to each plate. The suspen-
sions were obtained by carefully brushing the colonies 
with a sterile loop. The resulting suspensions were then 
filtered through a sterilised double layer of cheesecloth to 
obtain pure conidial suspensions and adjusted to 1 × 105 
spores per mL using a cell-counting hematocytometer.

Plants of the cotton cultivar BRS Cedro were grown in 
5-L pots containing a 3 : 1 mixture of peat and vermiculite 
(v/v). Plants were grown in a greenhouse at 25 ± 5 °C 
and 80 % relative humidity. The plants were inoculated 
36 days after emergence (DAE) by spraying the plants 
with the previously prepared conidial suspension with an 
air-pressurised sprayer until runoff occurred. The control 
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Species
Identification 
CNPA Host–substrate Place of origin

CG 0037 Cotton–seed Acreúna, GO
CG 0735 Cotton–seed MT
CG 0736 Cotton–seed MT
CG 0737 Cotton–seed MT
CG 0738 Cotton–seed MT
CGC 0038 Cotton–leaf Rondonópolis, MT
CGC 0039 Cotton–leaf Mineiros, GO
CGC 0040 Cotton–leaf Pedra Preta, MT
CGC 0041 Cotton–leaf Pedra Preta, MT
CGC 0043 Cotton–leaf Novo São Joaquim, MT
CGC 0044 Cotton–leaf Pedra Preta, MT
CGC 0045 Cotton–leaf Pedra Preta, MT
CGC 0046 Cotton–leaf Pedra Preta, MT
CGC 0048 Cotton–leaf Rondonópolis, MT
CGC 0049 Cotton–leaf Rondonópolis, MT
CGC 0051 Cotton–leaf Sapezal, MT
CGC 0052 Cotton–leaf Primavera do Leste, MT
CGC 0053 Cotton–leaf Santa Helena de Goiás, GO
CGC 0056 Cotton–leaf Alto Taquari, MT
CGC 0057 Cotton–leaf Mineiros, GO
CGC 0059 Cotton–leaf Mineiros, GO
CGC 0061 Cotton–leaf Primavera do Leste, MT
CGC 0062 Cotton–leaf Mineiros, GO
CGC 0063 Cotton–leaf Mineiros, GO
CGC 0067 Cotton–leaf Chapadão do Céu, GO
CGC 0069 Cotton–leaf Pedra Preta, MT
CGC 0070 Cotton–leaf Itiquira, MT
CGC 0071 Cotton–leaf Itiquira, MT
CGC 0072 Cotton–leaf Primavera do leste, MT
CGC 0074 Cotton–leaf Itiquira, MT
CGC 0075 Cotton–leaf Itiquira, MT
CGC 0078 Cotton–leaf Primavera do Leste, MT
CGC 0079 Cotton–leaf Primavera do Leste, MT
CGC 0082 Cotton–leaf Chapadão do Céu, GO
CGC 0083 Cotton–leaf Itiquira, MT
CGC 0084 Cotton–leaf Pedra Preta, MT
CGC 0086 Cotton–leaf Novo São Joaquim, MT
CGC 0104 Cotton–leaf Santa Helena de Goiás, GO
CGC 0105 Cotton–leaf Santa Helena de Goiás, GO
CGC 0107 Cotton–leaf Santa Helena de Goiás, GO

Table 1. C. gossypii (CG) and C. gossypii var. cephalosporioides (CGC) strains used in this 
study.



6 Identification of Etiological Agents of Cotton Anthracnose and Ramulosis

treatment consisted of plants sprayed only with sterile 
distilled water. Each treatment consisted of four repli-
cates arranged in blocks at random.

Reference assays using molecular 
identification by the intergenic spacer region 
of rDNA
Cultivation of fungal strains and DNA extraction
CG and CGC strains were maintained in a culture medium 
for rapid growth (0.2 % peptone w/v, 1 % dextrose w/v, 
0.15 % casein w/v and 0.2 % yeast extract). Mycelial 
mass was grown in 250-mL vials with 50 mL of medium, 
described above, and agitated at 150 rpm for approxi-
mately 3 days at 25 °C.

The total DNA of the strains (Table 1) was extracted 
following the cetyl trimethylammonium bromide (CTAB) 
extraction procedures of macerated mycelia in liquid 
nitrogen.53 Quantification of the DNA extracted was 
performed using a Nano Drop 2000 spectrometer 
(Thermo Fisher Scientific, Waltham, MA, USA), with deter-
mination of protein concentration by measuring absorb-
ance at 280 nm. In addition, a 0.8 % agarose gel was used 
for capillary electrophoresis analysis. All samples were 
diluted to a final concentration of 50 ng μL–1.

Molecular diagnosis of GC and CGC
For the differential molecular diagnosis of CG and CGC 
strains, the intergenic spacer (IGS) region of rDNA was 
used. A 3.3-kb GC fragment and a 2.7-kb CGC fragment 
were completely sequenced, and gaps between CG and 

CGC were located to design of a set of primers that 
allowed molecular diagnosis via polymerase chain reac-
tion (PCR).

IGS primers F2-5'GAAAAGTAAGTACCCCCGAA3' and 
IGS detector R-5'TGGCGGCGGTGAGTCGGGGTGC3' 
amplified a 432-bp fragment for GC and 148-bp frag-
ment for CGC. PCRs were performed in a volume of 
20 μL containing 50 ng of total DNA; buffer solution 
(pH 8.8) at 25 °C (100 mmol L–1 Tris-HCl); 500 mmol L–1 
aqueous KCl (0.8 % v/v); 2.0 mmol L–1 MgCl2; 0.4 mmol L–1 
DNTPs; 1 U of Taq DNA polymerase (DNA Express Cat. 
No. 0300.0003.0500); and each primer at 0.2 μmol L–1. 
The conditions for amplification included initial dena-
turation at 94 °C for 3 min followed by 40 denaturation 
cycles at 94 °C for 15 s, annealing of the primers at 65 °C 
for 15 s and synthesis at 72 °C for 30 s. After the cycles 
were completed, an extension was performed at 72 °C 
for 10 min.

Hyperspectral NIR image
HSI-NIR of the CG and CGC strains was performed 
using a sisuChema SWIR-Specim® spectrometer 
(Spectral Imaging Ltd, Oulu, Finland) with a 1000–
2500 nm spectral range, 6.3 nm spectral sampling, 
10 nm resolution, 150 × 150 μm pixel image size, 256 
wavelength bands, a high-performance camera, a 
50-mm lens and ChemaDAQ software. The HSI-NIR 
system was customised with a set of 26 halogen 
light bulbs (12 V, 10 W and 9.5 mm) as well as a MCT 
detector (HgCdTe).

Table 1 (continued). C. gossypii (CG) and C. gossypii var. cephalosporioides (CGC) strains 
used in this study.

Species
Identification 
CNPA Host–substrate Place of origin

CGC 0113 Cotton–leaf Campo Verde, MT
CGC 0116 Cotton–leaf Campo Verde, MT
CGC 0117 Cotton–leaf Campo Verde, MT
CGC 0121 Cotton–leaf Campo Verde, MT
CGC 0123 Cotton–leaf Santa Helena de Goiás, GO
CGC 0124 Cotton–leaf Santa Helena de Goiás, GO
CGC 0127 Cotton–leaf Cachoeira Dourada, GO
CGC 0132 Cotton–leaf Alto Taquari, MT
CGC 0133 Cotton–leaf Alto Taquari, MT
CGC 0134 Cotton–leaf Alto Taquari, MT
CGC 0135 Cotton–leaf Itiquira, MT

https://www.google.com.br/search?client=firefox-b&q=Waltham+Massachusetts&stick=H4sIAAAAAAAAAOPgE-LSz9U3MCooMTBJU-IAsTOqjE21tLKTrfTzi9IT8zKrEksy8_NQOFYZqYkphaWJRSWpRcUAAxikqkQAAAA&sa=X&ved=0ahUKEwjsj8_TtrjUAhVGQ5AKHb6vB2UQmxMImwEoATAQ&biw=1920&bih=944
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The height between the lens and the sample was 31 cm, 
the velocity of the carrier was set at 30 mm s–1 to ensure 
the same spatial shape of the sample in the image and 
the exposure time was adjusted to 3000 μs to ensure 
an intensity of light suitable for a good image. During 
the measurements, Petri dishes were opened for the 
recording of the HSI-NIR images. The HSI-NIR images of 
five CG and CGC samples analysed are shown in Figure 2.

The acquisition by HSI-NIR includes the digitisation of 
the linear matrix by the detector along the X axis and the 
movement of the sample on the Y axis as well as the NIR 
spectra on the perpendicular Z axis of the sample. Thus, 
a given 3D hypercube representing the HSI-NIR contains 
spatial (pixel) and spectral (NIR) image information that 
can be used to identify the pathogens that are present in 
CG and CGC samples.

HSI-NIR images were saved in raw format, and data 
preprocessing was performed from the means of each 
HSI-NIR sample. The data were centred on the average 
of the NIR hyperspectra, smoothed in accordance with 
the Savitzky–Golay54 technique with a window of five 
wavelengths and fit to second-order polynomials. The 
mean spectra of each strain were obtained by selecting 
the image of each sample and using Evince software 
version 2.6.0 (UmBio, Sweden).

Models of light scattering and light absorption 
for the HSI-NIR technique
To acquire spectral profiles with the HSI-NIR configura-
tion, spectral properties were estimated for each wave-

length by the functions of the scattering coefficient (µs) 
and absorption coefficient (µa) described by Michels 
et al.35 The means and standard deviations of five CG 
samples and 36 CGC samples were calculated, resulting 
in only two spectral profiles for the GC and CGC classes 
and their principal wavelength window. These param-
eters were estimated using MatLab® R2013a (The 
MathWorks Inc., Natick, USA) with a non-linear least 
squares fit algorithm. The procedure was performed in 
the 1000–2500-nm wavelength range.

Multivariate analysis methods
Principal component analysis
The HSI-NIR data set of 51 average samples of the CG 
and CGC strains were analysed with the principal compo-
nent analysis (PCA) algorithm55 using The Unscrambler 
X.3 software (CAMO, Oslo, Norway).

Analysis of SPA-LDA and SIMCA
The execution of the SPA-LDA algorithm uses three sets 
of sample spectral matrices, referred to as training set 
and leave-one-out cross validation, and external predic-
tion set, that were separated using the KS algorithm.56 For 
this procedure, the samples from CG strains were sepa-
rated from 3 and 2, and the samples from CGC strains 
were separated from 25 and 21 samples training plus 
cross validation sets and prediction sets, respectively. A 
PCA was run for the sample groups of the CG and CGC 
strains to combine with the PCR (rDNA method) and KS 
algorithm results so that they used the same prediction 

Figure 2. RGB images of five CG and CGC strains. Images were recorded using a 
sisuChema SWIR spectrometer.
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samples. Therefore, the same samples sets were used for 
SIMCA and SPA-LDA.

Index class with numbers 1 and 2 were assigned to the 
CG and CGC fungi samples, respectively. The numbers 
of variables selected by SPA-LDA are at least one and 
at most 20 variables or wavelengths. The SPA-LDA 
response by validation provides the error numbers of 
the test sets (cross validation) and the prediction set as 
well as the cost obtained by the test set with the optimal 
number of variables. For the identification of a sample 
and its class when there is yes or no for the occurrence of 
errors, the multi-LDA file (multilda.m) was used.

Box plot for SPA
The variables selected by the SPA in the HSI-NIR data 
were identified and processed in Microsoft Excel® work-
sheets to apply the box plot method for both samples of 
the CG and CGC strains. The lower limit (LL) and upper 
limit (UL) values were inserted into Equations 5 and 6 and 
represent the intensities of the boundaries that may be 
an outlier between fungi groups sample sets.

 LL = q(0.25) – 1.5 [q(0.75) – q(0.25)] (5)

 UL = q(0.75) + 1.5 [q(0.75) – q(0.25)] (6)

The occurrence of GC is less common than the 
CGC. For this reason, only five mean CG samples were 
obtained with HSI-NIR, which are statistically insuffi-
cient to perform the SPA algorithm with adequate valida-
tion. Therefore, CG and CGC samples means box plot 
analysis allows the NIR hyperspectra to be analysed and 
compared to the results obtained by the SPA model.

Results and discussion
Pathogenicity test
All five CGC strains tested induced ramulosis symp-
toms in the inoculated cotton plants at 36 DAE (Figure 
3A–3E). Inoculated plants with CGC strains showed 
initial symptoms of ramulosis 10 days after inoculation 
(DAI), including star-shaped lesions (Figure 3A) and 
small lesions on leaves (Figure 3B); after 20–30 DAI, the 
ramulosis fungus caused death of the apical meristem 
(Figure 3C and 3D), which resulted in the shortening of 
internodes, stunting and the excessive development of 
branches exhibiting witches’ broom symptoms (Figure 
3E). Plants inoculated with all three GC strains exhibited 

symptoms of anthracnose, such as small lesions along 
the veins, at 20 DAI (Figure 3F), that expand to large 
necrotic areas around the main leaf veins 30 DAI with 
the pathogen (Figure 3G). Plants inoculated with steri-
lised distilled water (controls) showed no symptoms of 
the diseases.

Reference assays by molecular DNA 
techniques
The IGS region of the rDNA of CG and CGC isolates 
(Table 1) showed a difference in size when sequenced. 
The IGS region from CG was approximately 300 bp longer 
than that of CGC, which allows their differentiation by 
a simple PCR diagnosis with fragment amplifications of 
432 bp and 148 bp for CG and CGC, respectively; details 
are shown in Figure 4.

The molecular diagnosis allows identification using the 
minimum amount of genetic material by amplification in a 
few hours and provides the detection of genetic markers 
of infectious fungi,57 as is the case of CG and CGC fungi.

Hyperspectral image in the NIR
All CG and CGC strains evaluated were successfully distin-
guished by NIR hyperspectral images and by the pattern 
recognition techniques used. These results corroborate 
the reference assay using the IGS region of the rDNA 
of CG and CGC to distinguish CG and CGC strains by 
PCR diagnosis with fragment amplification (Figure 4) as 
well as pathogenicity tests performed with three strains 
of CG and five strains of CGC (Figure 3), whose results 
agree with the hypothesis that CG and CGC, although 
closely related, are distinct pathogens responsible for 
two different diseases in cotton.9,12

Although controversy regarding no consistent reports 
of morphological and molecular markers to differentiate 
cotton anthracnose and ramulosis fungi exists,10,11 our 
study corroborates studies conducted by Silva-Mann 
et al.9 and Salustiano et al.,12 who used molecular DNA 
techniques to distinguish successfully CG and CGC fungi. 
The technique proposed in this work, compared with 
molecular DNA techniques used to differentiate CG and 
CGC, is a rapid and low-cost method for accurate identi-
fication of these fungi and a non-destructive technique 
requiring minimal or no sample preparation.17,18

HSI-NIR reflectance
Equations for calculating the optical properties35 of 
CG and CGC fungi are given for the scattering coeffi-
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cient, µs(q), by a power function, and for the absorption 
coefficient, µa(q), by means of a sigmoidal function. The 
parameters for µs and µa are organised in Table 2, and the 
results of the coefficients for CG and CGC are shown in 
the same spectral acquisition window (Figure 5).

The variance (V) defined by the equation:

( ) 2

1

1 / 1
N

i
i

V N A q
=

= - ´ -å ,

has N numbers of optical coefficients that are of the 
same amplitude as the HSI-NIR spectrum. Ai represents 
the individual values of the optical coefficient and q is 
the average of the optical coefficients. The variances of 

Figure 3. Symptoms of ramulosis and anthracnose in cotton plants inoculated during the pathogenic-
ity test. A–B: star-shaped lesions and leaf lesions caused by C. gossypii var. cephalosporioides (CGC). 
C–D: death of the apical meristem. E: shortening of internodes, stunting and excessive development of 
branches (witches’ broom symptoms). F–G: leaf anthracnose lesions caused by C. gossypii (CG).
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the scattering coefficients (µs) of CG and CGC strains 
are 1.37 × 1019 and 5.83 × 10–11 and are larger than the 
variances of the absorption coefficients (µa) (Table 2). The 
CG (Figure 5b) and CGC (Figure 5d) µa are of the same 
order of magnitude and showed that the light absorption 
signals are greater than the light scattering ones. The µs 
of CG (Figure 5a) is negative while for CGC (Figure 5c) it 
is positive, resulting in opposite signals. Besides that, i.e., 
the CG signals array has no light scattering while the CGC 
group does show scatter. Therefore, the variances of µs 
enable the determination of the CG and CGC classes.

The µs << µa for the samples of CG (Figure 5a and 
5b) and CGC strains (Figure 5c and 5d) evidences the 
absorption effect of the HSI-NIR spectra. The average 
µs of CG was less than that of the µs of CGC and the 
µa values were similar, although they were greater in 
amplitude. Therefore, the results of V and µ indicate 
the importance of not using the standard normal variate 
(SNV) in the pretreatment of the spectra, since CG and 

CGC fungi have scattering and absorption coefficients 
that affect the separation of the CG and CGC classes. 
The non-use of techniques such as SNV is due to the 
geometric differences33 that both fungi have. Therefore, 
SNV pretreatment removes the entire scattering effect 
due to morphological structures.58 These effects are 
perfectly visualised in the HSI-NIR spectrum acquisition 
mode by reflectance.32,58

Chemometric treatment of HSI-NIR spectra
The averages of the HSI-NIR spectra of each isolate 
sample were obtained. The profiles of the µs responded 
perfectly to CG and CGC classification in the HSI-NIR 
spectral range (1000–1381 nm) (Figure 5a and 5c) due 
to the presence of the water absorption signal from 
1400 nm in the GC and CGC spectra (Figure 6).

In the PCA scores plot, samples of CG fungal strains 
clustered to the left of PC1, while CGC strains clustered 
to the right of PC1. PC1 explained 97.06 % of the vari-

Figure 4. Differential molecular diagnosis using PCR amplification of the IGS region of different strains 
of CG and CGC. M represents the molecular marker 1 kb plus (Fermentas SM1331), and B is a negative 
control.
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ance; PC2, of 2.71 %. The total explained variance of 
the fungi was 99.77 %, but there was still some overlap 
between the CG and CGC strains because they were 
fungi of the same species, and the 1000–1381 nm spec-
tral region is responsible for CG and CGC opposite signs 
of µs variance (Table 2a). After observing these differences 
of the spectra, the SIMCA model (Figure 7) was used to 
evaluate differences between the classes of samples of 
the CG and CGC strains, building a PCA model for each 
class with their respective figures of merit.

The HSI-NIR method with the data treated with the 
SIMCA and SPA-LDA algorithms is reliable and accu-
rate (Figure 7). The SIMCA CG and CGC strains models 
were selected with a PC (both 83 % and 96 %, respec-
tively), and the CG 457-2 and CGC 39 responses were 
not statistically significant (a) at the 5% level. The total 
data were equal to the genetic response of the PCR 
presenting two type II errors.

The SPA-LDA result for the 20 spectral variables 
occurred at a cost of 0.432, the lowest cost obtained 

Scattering coefficient (µs): µs(l) = a × lb (l = nm; µs = mm–1)

Mean of isolates A B Variance (V)

CG –0.827 –10.07 1.37 × 1019

CGC 6.50 × 10–5 1.131 5.83 × 10–11

Absorption coefficient (µa): 
( )

01 exp
a

aµ
x
b

l = æ ö-ç ÷+ -ç ÷ç ÷è ø
 (l = nm; µs = mm–1) 

Mean of isolates A b x0 Variance (V)

CG 0.2267 0.903 0.5489 4.44 × 10–5

CGC 0.3061 0.903 0.5489 9.88 × 10–5

Table 2. Coefficients of the mathematical functions of scattering and absorption.

Figure 5. Scattering coefficient (µs) of CG (a) and CGC (c) and absorption coefficient (µa) of CG (b) and CGC 
(d). The µs values of CG are lower in amplitude than are the µs values of CGC. The dotted lines represent 
the minimum and maximum values of the mean (dotted) coefficients of the samples of the 5 CG and 46 
CGC isolates.
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using 13 spectral variables, which indicated that sample 
CGC 117 was classified as an error. The CGC 117 sample 
is at the centre of the CGC class (Figure 7), showing that 
this error is due to a supersaturation in the SIMCA model 
for this class. Therefore, the optimal SPA-LDA result was 
calculated for 11 spectral variables at a cost of 0.447 and 
no error in the prediction set.

Among the 61 spectral variables of the HSI-NIR (1000–
1381 nm) that were analysed and chosen by the PCA 
algorithm, 11 variables were chosen by the SPA algo-

rithm, which were the spectral variables (1) 1267, (2) 
1381, (3) 1000, (4) 1082, (5) 1165, (6) 1362, (7) 1025, (8) 
1139, (9) 1050, (10) 1114 and (11) 1342 nm (Figure 8).

An association of characteristic regions in the NIR can 
be interpreted based on known and already established 
bands in the literature for several types of compounds 
containing NH, CH and OH bonds.59

The wavelengths of 1000–1114 nm, which corre-
spond to the five variables selected by the SPA-LDA 
(Figure 8), correspond to the region of the second NH 

Figure 6. (a) Total HSI-NIR spectra of samples CG 37 and CGC 38 with the mean for all hyper-
spectral images of the isolate and (b) the range of 1000–1381 nm that registered different values 
for the scattering reflectance (µs).

Figure 7. PC1 versus PC2 scores of the mean HSI-NIR spectra from 1000 nm to 1381 nm rela-
tive to the samples of the fungi CG (n) and CGC (●) with 99.77 % of the variance explained. The 
centres of the SIMCA CG and CGC (linear segment) models are trained with samples determined 
the by PCR reference method (CGC 38, 46, 49, 121, 127 and 134) and show type II errors of 
classification (CG 457-2 and CGC 39).
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and CH overlap with the RNH2 and ArCH groups and 
with the beginning of the CH3 group. At 1139, 1165 
and 1267 nm, the uptake of CH3, CH2 and CH groups 
occurs. Wavelengths 1342, 1362 and 1381 nm corre-
spond to the first overlap regions of OH and CH with 
the chemical groups CH3, CH2 and ArOH. These are the 
chemical groups that enable information to differentiate 
the classes of diseases caused by GC and CGC.

The amount of CG fungal strains is very small compared 
to the amount of CGC fungal strains. However, a box 
plot was used to authenticate the calculations made by 
the SPA-LDA algorithm. The intensities of the 11 spectral 
variables selected resulted in 55 and 506 absorbance 
values for the 5 GC samples and the 46 CGC samples, 

respectively, and the minimum, first quartile, median, third 
quartile and maximum were calculated. The amplitudes 
of the absorbance values obtained for the 11 variables 
chosen by the SPA presented differences between the 
first and third quartiles, which were 0.11 and 0.13 for 
the CG strains, respectively, and 0.17 and 0.22 for the 
CGC strains, respectively. Containing 50% of the different 
HSI-NIR variables between CG and CGC strains (Figure 9) 
promotes a perfect separation by the LDA method.

The minimum and maximum values of the spec-
tral intensities of the CG strains were 0.09 and 0.18, 
respectively, and of the CGC strains were 0.13 and 0.33, 
respectively. The values adjacent to the LL and UL were 
0.07 and 0.17 for CG, respectively, and 0.09 and 0.31 

Figure 8. Spectral variables selected by the SPA algorithm represented in the order in 
which they were chosen, numbered from 1 to 11.

Figure 9. Box plot of 5 CG and 46 CGC strains obtained from the 11 variables selected 
by the SPA.
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for CGC, respectively. Therefore, because the LL and 
UL values were lower than the minimum and maximum 
values of both CG and CGC fungi, there are no possible 
outliers for these two groups. Thus, the adjacent values 
are simply the points of the minimum and maximum data, 
which corroborates with the authenticity of the SPA-LDA 
model for the fungi HSI-NIR.

The region of 1000–1381 nm favours the absorption 
characteristics of the primary chemical compounds such 
as amino acids, enzymes and proteins. These compounds 
are directly linked to biochemical expression with respect 
to the structures of the genetic composition of the 
chemical groups CH3, CH2, CH, ArCH, ArOH and NH, 
which provide the intensities of the HSI-NIR.59 Strategies 
allied to the SPA-LDA algorithm30 result in 100% separa-
tion between the two classes of CG and CGC fungi.

Conclusion
In this work, a new analytical strategy was developed 
using HSI-NIR and data treatment strategies with the 
selection of variables such as SPA, construction of LDA 
and SIMCA classification models for samples of two 
species of cotton pathogenic fungi that are difficult to 
identify. The strategy used the scattering coefficients (µs) 
of HSI-NIR for absorption in the 1000–1381 nm range 
and required no spectral pretreatment. Therefore, in this 
study, we did not find type I errors at the 95% confidence 
level for CG and CGC fungal classification based on the 
selection of 11 spectral variables with the SPA-LDA 
model. The SIMCA produced only two type II errors, in 
which two CG 457-2 and CGC 39 prediction samples 
were classified into the two GC and CGC fungal classes. 
This result was confirmed using molecular markers and 
is attributed to the intraspecific and interspecific varia-
tion of the CG and CGC species by molecular descrip-
tors. The combination of the HSI-NIR techniques with 
the SPA-LDA and SIMCA algorithms was efficient for 
the rapid, automated and non-destructive identification 
and classification of multiple CG and CGC fungi strains 
growing on PDA medium.
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