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Introduction

In linear discriminant analysis there are two important properties concerning the effectiveness of
discriminant function modelling.1–10 The first is the separability of the discriminant function for differ-
ent classes. The separability reaches its optimum by maximising the ratio of between-class to
within-class variance. The second is the stability of the discriminant function against noise present in
the measurement variables. One can optimise the stability by exploring the discriminant variate in a
principal variation subspace, i.e. the directions that account for a majority of the total variation of the
data. An unstable discriminant function will exhibit inflated variance in the prediction of future un-
classified objects and be exposed to a significantly increased risk of erroneous prediction. Therefore,
an ideal discriminant function should not only separate different classes with a minimum
misclassification rate for the training set but also possess a good stability so that the prediction vari-
ance for unclassified objects can be as small as possible. In other words, an optimal classifier should
find a balance between the separability and the stability. This is of special significance for multivariate
spectroscopy-based classification where multicollinearity always leads to discriminant directions lo-
cated in low-spread subspaces.

We have developed, recently, a new regularised discriminant analysis technique, the principal
discriminant variate (PDV) method, which handles effectively multicollinear data commonly encoun-
tered in multivariate spectroscopy-based classification.11 The motivation behind this method is to seek
a sequence of discriminant directions that not only optimise the separability between different classes
but also account for a maximised variation present in the data. Three different formulations for the
PDV method have been suggested and an effective computing procedure has been proposed for PDV.11

The PDV method has been applied to near infrared (NIR) spectra of whole blood samples from
mastitic and healthy cows to demonstrate the potential of the PDV method in clinical diagnosis of mas-
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titis.11 Mastitis is an udder inflammation that is a major problem for the global dairy industry.12 It
causes substantial economic losses by decreasing milk production, changing the compositions in milk
considerably, reducing milk quality and increasing the risk of early culling of cows. The NIR spectra
of the whole blood samples from the mastitic and healthy cows have been clearly discriminated by the
PDV method.

Experimental
The preparation of cow blood samples and the instrumentation and experimental procedure for

measuring their NIR spectra were described in Reference 11. A total of 162 whole blood samples were
prepared and separated into two classes, one associated with the cows suffering from mastitis and the
other corresponding to cows not suffering from mastitis. These samples were divided into two sets, the
training set and the prediction set. The training set contained 80 samples from Class 1 and 42 samples
from Class 2, respectively. The prediction set was composed of the remaining samples, i.e. 25 samples
from Class 1 and 15 samples from Class 2, respectively. The algorithm and software used for principal
component analysis (PCA), discriminant partial least squares (DPLS), Fisher linear discriminant anal-
ysis (FLDA) and soft independent modeling of class analogies (SIMCA) were reported in Reference
11.

Theory and methods

Fisher linear discriminant analysis
In FLDA, one finds a linear combination of the original variables that would maximise the

within-class variability relative to the between-class variability.1,2 Suppose there are N objects xn

(n = 1, 2, —-, N) from K classes Ck, (k = 1, 2, —-, K) with the kth class containing Nk objects, then the
between-class, within-class and total covariance matrices are represented as follows:

Here, m and mk are the mean vector of all objects and those from Ck, respectively, as given by
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In FLDA, one must maximise over a the following formulation;

or equivalently

The drawback of FLDA is that, in multicollinear situations, it is inclined toward overfitting the
training data. This would generally result in discriminant variates located in a small-variance
subspace, hence showing instability or inflated variance in the prediction of unclassified objects.
FLDA maximises the separability without regard to the stability of the classifier, since its formulation
does not take account of the variance explained by the discriminant variates. In contrast, PCA aims at
seeking the components that represent as much total variation of the data as possible, ignoring the sep-
arability of different classes. Therefore, PCA sacrifices the separability to approach maximum stabil-
ity. Now, one may ask if an integration of PCA and FLDA can result in a discriminant analysis method
furnished with favourable separability along with improved stability. This is the motivation behind the
proposed PDV method.

Principal discriminant variate method
The PDV method is intended to seek a compromise between PCA and FLDA such that the stability

of the method can be improved substantially without significant loss of discriminatory capability. In
PDV, one must find a direction, called principal discriminant variate, which maximises the following
principal discrimination criterion;

where I is the identity (unitary) matrix of the same size as the covariance matrix T and λ, with a value
varied between 0 and 1, is a weight controlling the balance between linear discriminant analysis
(LDA) and PCA. By settingλ = 1, one immediately finds that the principal discrimination criterion (8)
is reduced to Eq. (6), the discrimination criterion used in ordinary FLDA. On the other hand, if one sets
λ = 0, the principal discrimination criterion (8) becomes

which turns out to be the variance criterion maximised in PCA.
If one increases the value of λ, the separability is increased. On the other hand, if the value of λ is

decreased, the stability is increased. Thus,λ controls the trade-off between separability and stability.
The optimal value of λ can be taken as a value that yields a minimum error rate found by cross-vali-

dation or extra set of test objects. In practical applications, the performance of the PDV method is not
so sensitive to the choice of the value of λ so that it is enough to optimise the parameter stepwise. That
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is, λ can be started from a small value, say 10–7, then increased stepwise by a factor of about 10. For
each value of λ one evaluates the misclassification rate on the training set and chooses the largest value
that gives the minimum misclassification rate. The reason for this choice is that one can achieve maxi-
mised stability without significant loss of separability. Computing procedure for the PDV method was
described in detail in Reference 11.

Results and discussion
NIR spectra of whole blood samples from mastitic and healthy cows were almost identical with the

spectrum of water. The spectra from two different classes are overlapped severely throughout the
whole spectral region.11 PDV, PCA, DPLS, SIMCA, and FLDA were used to discriminate the NIR
spectra of blood samples from two different classes. PCA and DPLS could not discriminate the two
kinds of data. SIMCA yielded much better result, but still the discrimination performance was not suf-
ficient. The best discrimination with SIMCA was achieved for the NIR data when the dimensionalities
were both set to 20 for Class 1 and 2. The misclassification rate of SIMCA was 5 and 10, respectively,
for both the training and prediction sets. It was noted in the plot of FLDA that the training objects from
two classes were overfitted and positioned in two clearly separated line segments and the scores of pre-
diction objects were scattered with a large variability so that the prediction objects from different
classes yielded scores that overlapped severely.

The PDV method clearly discriminated the NIR spectra of blood samples from mastitic and
healthy cows. A clear separation between the scores from different classes was obtained for the train-
ing set, but the scores of one prediction object were far-away from the training objects. This indicated
that this object was an outliner in the sample set from healthy cows. One could also observe that the
scores of the prediction objects were distributed in the neighbourhood of those of the training set, sug-
gesting that the model had a desirable stability.

Conclusion
It was found that the PDV method is quite powerful for the classification of multicollinear data

such as NIR spectra. The results with the NIR data of cow-blood samples showed that the PDV method
yields superior performance compared to SIMCA, PCA, DPLS and FLDA. This method has opened
up a new possibility in NIR spectroscopy-based classification.
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